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0 Revision History
P1708R0

• https://github.com/cplusplus/papers/issues/475

P1708R1

• An accumulator object is proposed to allow for the computation of statistics in a single pass over a sequence of values.

P1708R2

• Reformatted using LATEX.

• A (possible) return to functions is proposed following discussions of the accumulator object of the previous version.

P1708R3

• Geometric mean is proposed, since it exists in Calc, Excel, Julia, MATLAB, Python, R and Rust.

• Harmonic mean is proposed, since it exists in Calc, Excel, Julia, MATLAB, PHP, Python, R and Rust.

• Weighted means, median, mode, variances and standard deviations are proposed, since they exist (with the exception of mode)
in MATLAB and R.

• Quantile is proposed, since it is more generic than median and exists in Calc (percentile), Excel (percentile), Julia, MATLAB,
PHP (percentile), R and SQL (percentile).

• Skewness is proposed, since it exists in Calc, Excel, Julia, MATLAB, PHP, R, Rust, SAS and SQL and was recommended as part
of a presentation to SAS corporation.

• Kurtosis is proposed, since it exists in Calc, Excel, Julia, MATLAB, PHP, R, Rust, SAS and SQL and was recommended as part
of a presentation to SAS corporation.

• Both functions and accumulator objects are proposed, since they (largely) have distinct purposes.

• Iterator pairs are replaced by ranges, since ranges simplify predicates (as comparisons and projections).

P1708R4

• Parameter data_t (corresponding to values population_t and sample_t) of variance and standard deviation are re-
placed by delta degrees of freedom, since this is done in Python (NumPy).

• In the case of a quantile (or median), specific methods of interpolation between adjacent values is proposed, since this is done in
Python (NumPy).

• stats_error, previously a constant, is replaced by a class.

P1708R5

• Quantile (and median) and mode are deferred to a future proposal, given ongoing unresolved issues relating to these statistics.

• stats_error, an exception, is removed, since (C++) math funtions do not throw exceptions.

• The ability to create custom accumulator objects is proposed, since this is done in Boost Accumulators.

• stats_result_t is introduced so as to simplify (function) signatures.

• Various errors in statistical formulas are corrected.

• Various functions, objects and parameters are renamed so as to be more meaningful.

• Various technical errors relating to ranges and execution policy are corrected.
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P1708R6

• SG6 voted unanimously to forward to LEWG on April 14, 2022.

• stats_result_t is removed, since return type is deduced from projection.

• Accumulator objects are revised so as to be simpler and allow for parallel implementations.

• stat_accum and weighted_stat_accum are removed, since they are no longer needed.

• Concepts are removed so as to allow for custom data types.

• Projections are removed, since views already offer such functionality.

• Numerous functions and objects are renamed so as to be more meaningful.

• Reformatted so as to fulfill the specification style guidelines and standardese.

P1708R7

• Unweighted and weighted functions are combined so as to take advantage of overloading.

• The presentation of formulas is simplified.

• Derivations of skewness and kurtosis formulas are given.

• The wording of the technical specifications is updated.

• Further reformatted so as to fulfill the specification style guidelines and standardese.

P1708R8

• Statistics are reordered as first, second, third and fourth moments.

• Constructors are no longer explicit.

• value member function of accumulator objects is simplified.

• The name stats is replaced by the more meaningful name statistics.

P1708R9

• LEWG voted 14 / 4 / 5 / 0 / 1 to back statistics in C++ on March 20, 2024 in Tokyo.

• Unweighted and weighted variance (and standard deviation) are updated.

• Unweighted skewness and kurtosis are updated.

• Weighted skewness and kurtosis are removed, since they are highly specialized.

• Overloaded functions are introduced so as to easily allow the data type of a statistic to be changed.

• Convenience functions to simultaneously compute mean and variance (or standard deviation) are introduced.

• Accumulator objects are aggregated so as to reduce the run-time complexity of the (simultaneous) computation of multiple
statistics.

• Various functions and parameters are renamed so as to be more meaningful.
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P1708R10

• Overloaded functions to allow the data type of a statistic to be changed are removed, since this can (instead) be done by way of
views.

• Mean and variance (and standard deviation) convenience functions are changed so as to return mean and variance (and standard
deviation) as a struct, rather than a pair of values, so as to make such return values more meaningful, as suggested in [1].

• Kurtosis functions are changed so as to take parameters sample and excess as a struct, rather than individual values, so as
to make such parameters more meaningful, as suggested in [1].

• Accumulator object is deferred to a future proposal so as to allow for further study.

• Covariance is introduced from P2681 [2].

1 Introduction
This document proposes an extension to the C++ library, to support basic statistics.

2 Motivation and Scope
Basic statistics, not presently found in the standard (including the special math library), frequently arise in scientific and industrial, as
well as general, applications [3, 4, 5]. These functions do exist in Python [6], the foremost competitor to C++ in the area of machine
learning, along with Apache Commons Math [7], Calc [8], Excel [9], Julia [10], Maple [11], Mathematica [12], MATLAB [13], NumPy
[14], Pandas [15], PHP [16], R [17], Rust [18], SAS [19], SciPy [20], SPSS [21], Stata [22] and SQL [23]. Further need for such
functions has been identified as part of SG19 (machine learning) [24].

This is not the first proposal to move statistics in C++. In 2004, a number of statistical distributions were proposed in [25]. Additional
distributions followed in 2006 [26]. Statistical distributions ultimately appeared in the C++11 standard [27]. Statistical distributions and
functions are also found in Boost [28]. A C library, GNU Scientific Library [29], further includes support for statistics, special functions
and histograms.

Six statistics are defined in this proposal. Two additional statistics, specifically median (along with quantile) and mode, are not
included in this proposal. These more involved statistics are deferred to a future proposal. Proposed functions are similar to (ex-
isting) numeric operations, which includes std::accumulate [30] for instance, and those of numeric arrays, specifically std::
valarray [31], member functions such as std::valarray::sum [32]. Like existing entities of the (C++) standard library, this
proposal only specifies an interface, meaning that a variety of implementations are possible. This enables a vendor to favor accuracy
[33] over performance for instance. An implementation, released under the MIT license [34], is available at https://github.com
/dosselmann/statistics

2.1 Mean
The arithmetic mean [35, 36], denoted µ, of the n ≥ 1 values x1, x2, . . . , xn of a population [35], and x̄ in the case of a sample [35], is
defined as

µ = x̄ =
1

n

n∑
i=1

xi. (1)

The arithmetic mean is found in the ISO 3534 − 1:2006 [37] standard and Python [6]. The weighted arithmetic mean [36, 38, 39, 40],
for weights w1, w2, . . . , wn, is defined as

µw = x̄w =
1∑n

i=1 wi

n∑
i=1

wixi. (2)

The weighted mean is found in Python [6]. The geometric mean [35], having a number of applications in science and technology [3]
and found in Python [6], is defined as (

n∏
i=1

xi

) 1
n

(3)

and the weighted geometric mean [38] is defined as (
n∏

i=1

xwi
i

)(∑n
i=1 wi)

−1

. (4)
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The harmonic mean [35] of positive values xi > 0, also having many applications in science and technology [4] and found in Python
[6], is defined as (

1

n

n∑
i=1

1

xi

)−1

(5)

and the weighted harmonic mean [41] is defined as ∑n
i=1 wi
n∑

i=1

wi

xi

. (6)

The weighted harmonic mean is found in Python [6]. Each of the arithmetic, geometric and harmonic means can be (accurately)
computed in linear time [42]. When computing the associated sums of these means, and indeed any sum in this proposal, robust
methods [43, 44] ought to be considered.

2.2 Variance
The population variance [45, 46, 47] of n ≥ 1 values is defined as

σ2 =
1

n

n∑
i=1

(xi − µ)
2 (7)

and an unbiased estimator [46, 48] of the sample variance [35, 47, 49] of n ≥ 2 values is

s2 =
1

n− 1

n∑
i=1

(xi − x̄)
2
. (8)

The population and sample variance are found in the ISO 3534 − 1:2006 standard and Python [6]. As there appears to be no common
definition of (sample) weighted variance (and standard deviation), as further discussed in Section 4.11, weighted variance is not consid-
ered in this proposal. Moving on, variance (and standard deviation) is computed using the terms 1/n and 1/(n− 1). Other terms might
be used instead [50], 1/(n− 1.5) as an example [51, 52, 53]. To allow for such terms, this proposal, like NumPy [54], Pandas [55] and
SciPy [56], enables one to specify delta degrees of freedom [54], a value subtracted from n. Variance (and standard deviation) can be
computed in linear time [42, 57, 58].

2.3 Standard Deviation
The standard deviation [35, 47] of n ≥ 2 values, denoted s, is defined as the square root of the variance. The population and sample
standard deviation are found in the ISO 3534− 1:2006 standard and Python [6].

2.4 Skewness
The population skewness [35, 59, 60, 61], a measure of the asymmetry [35] of n ≥ 1 values, is defined as

gs =
1

nσ3

n∑
i=1

(xi − µ)
3 (9)

and an unbiased estimator of the sample skewness [59], an adjusted Fisher-Pearson standardized moment coefficient [62, 63], of n ≥ 3
values is

Gs =

√
n (n− 1)

n− 2
gs. (10)

The population and sample skewness are found in the ISO 3534 − 1:2006 standard. Skewness (and kurtosis) can be used to check if
a dataset is unbalanced, as well as detect outliers [64]. Skewness (and kurtosis) can be computed in linear time [42, 65]. Weighted
skewness [36, 66] is highly specialized and is, therefore, not considered in this proposal.

2.5 Kurtosis
The population kurtosis [35, 61, 67], a measure of the “tailedness” [67] of n ≥ 1 values, is defined as

gk =
1

nσ4

n∑
i=1

(xi − µ)
4 (11)
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and the population excess kurtosis [60, 67] is defined as

ĝk =
1

nσ4

n∑
i=1

(xi − µ)
4 − 3. (12)

An unbiased estimator of the sample kurtosis [67, 68, 69, 70], itself too an adjusted Fisher-Pearson standardized moment coefficient
[67], of n ≥ 4 values, is

Gk =
n(n+ 1)

(n− 1)(n− 2)(n− 3)s4

n∑
i=1

(xi − x̄)
4 (13)

and an unbiased estimator of the sample excess kurtosis [69] is

Ĝk =
n(n+ 1)

(n− 1)(n− 2)(n− 3)s4

n∑
i=1

(xi − x̄)
4 − 3(n− 1)2

(n− 2)(n− 3)
. (14)

The population and sample kurtosis are found in the ISO 3534− 1:2006 standard. Weighted kurtosis [36, 66] is highly specialized and
is, therefore, not considered in this proposal.

2.6 Covariance
The population [35] covariance [71], a measure of the joint variability of the (two sets of) values x1, x2, . . . , xn and y1, y2, . . . , yn
(n ≥ 1), is defined as

σxy =
1

n

n∑
i=1

(xi − µx)(yi − µy), (15)

where µx and µy are the (arithmetic) population means of the values x1, x2, . . . , xn and y1, y2, . . . , yn, respectively. The sample [35]
covariance [71] (n ≥ 2) is defined as

sxy =
1

n− 1

n∑
i=1

(xi − x̄)(yi − ȳ), (16)

where x̄ and ȳ are the sample means of the values. The sample covariance is found in the ISO 3534− 1:2006 [37] standard and Python
[6].

3 Impact on the Standard
This proposal is a pure library extension.

4 Design Decisions
The discussions of the following sections address the concerns that have been raised in regards to this proposal.

4.1 Special Values
Special values may sometimes turn up in a range. This includes values such as ±∞ and NaN. Special values may also arise during the
computation of a statistic, for instance the mean of an empty range (see Section 4.2), which results in a division by zero. The matter of
special values is raised in [1]. Checks for special values require that a branching statement be evaluated for each value of a range, a costly
operation. Following precedent, std::accumulate and std::val_array::sum as examples, the proposed functions do not
check for special values. When special values do occur in a range, functions return an unspecified value. Depending on the particular
(vendor) implementation, the proposed functions may call <cmath> functions that might, at times, raise floating-point exception flags,
such as FE_DIVBYZERO. Following [72], in which many of the <cmath> functions are marked constexpr, though they may raise
floating-point exception flags, the proposed functions are marked as constexpr.

From a user’s perspective, special values are readily addressed using ranges, a motivating factor for the introduction of ranges into
this proposal. As a result, a programmer might handle such values using, as an example, a statement of the form

auto m = data | std::ranges::filter([](auto x) { return std::isfinite(x); }) | std::mean;

6



4.2 Insufficient Values
It may be the case that there are too few values in a range over which a particular statistic is computed, a matter that is also brought up
in [1]. The prospect of returning an std::expected object has been suggested. Presently, std::expected objects are not used
(elsewhere) in this proposal, such as in the case of a special value. It would, therefore, be asymmetric to have some situations return an
std::expected object, but not others. There is precedent in the case of too few values, in particular std::val_array::sum,
namely “[i]f the std::valarray is empty, the behavior is undefined” [32]. In place of undefined behavior, this proposal requires that
a value be returned in the event that there are too few values in a range, albeit an unspecified value. The following is an example of such
a situation, namely

std::list<int> L;
auto average = std::mean(L);

4.3 Accuracy
(Numerical) accuracy is discussed in [1]. C++ makes no guarantees about the accuracy of a floating-point calculation, a fact that applies
to the functions of this proposal. As noted in [1], accuracy may be related to the order in which the values of a range are processed.
Following precedent, namely std::val_array::sum, in which, “[t]he order in which the elements are processed by this function
is unspecified” [32], the functions of this proposal make no guarantee about the order in which the values of a range are processed.
Vendors may wish to provide documentation regarding the recommended usage of functions, suggesting, for instance, that a range be
sorted in order to maximize the accuracy of the computation of a mean.

The author and (several of the) contributors of this proposal recognize the problems associated with accuracy (as well as special
values), problems that also arise in many contexts outside of this proposal. Given the complicated nature of such problems, and so as to
not burden vendors, this proposal does not attempt to resolve such problems. The author and contributors welcome future proposals to
tackle such problems.

4.4 Overflow and Underflow
Depending on the nature of a given implementation, the computation of a statistic may result in an (unexpected) overflow or underflow.
This might occur for example during the computation of the mean of a range of double values, each equal to DBL_MAX, again
depending on manner in which the mean is computed. In the interest of reducing the burden on vendors, this proposal does not insist
that every range of finite values yield a well-defined value. Instead, this proposal requires that the (numerical) range of values for which
overflow and underflow might occur be implemention defined, with an unspecified value returned when overflow and underflow occurs.

4.5 Casting
A frequent question is one of the ability to cast, generally promote, the values of a range. The mean of a range of integers, for instance,
is often a (strictly) floating-point value. Earlier versions of this proposal sought to (implicitly) convert a statistic, and, thus, return type
of a function, to a floating-point value. Given that this behavior might be unexpected on the part of a user, the proposed functions do
not perform any such conversion. Another option, template overloads of functions were proposed in 1709R9, one for which there is no
precedent. A user wishing to promote the type of a range may do so (explicitly) using a view, perhaps something of the form

auto data_ = data
| std::views::transform([](const auto& value) { return static_cast<float>(value); })
| std::ranges::to<std::vector<float>>();

in which a range data of values of type int is cast, by way of a view, to a range of values of type float. A (complete) example that
demonstrates the use of views is presented in Appendix A.

It is suggested in [1] that the proposed functions take an additional initialization parameter, in the same way as the function std::
accumulate [30] for example. The suggested function is given as

template<class T, ranges::input_range R>
constexpr auto mean(R&& r, T init) -> T;

This sort of design could allow a user to compute a statistic in stages. While this approach is natural in the case of a sum, in which a
parameter is added to a given sum, things are more involved in the case of the statistics of this proposal. Take as an example again, the
mean of a range of values, this time the mean of (any) ten values, denoted (as a set) S = {x1, x2, . . . , x10}. Further suppose that one
wishes to compute the mean of S in two stages, first using the values S1 = {x1, x2, x3, x4} and then S2 = {x5, x6, x7, x8, x9, x10}.
The (sample) mean of S1, computed first, is

x̄1 =
x1 + x2 + x3 + x4

4
. (17)
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In the second stage, the (overall) mean is computed as

x̄ =
4x̄1 + x5 + x6 + x7 + x8 + x9 + x10

4 + 6
(18)

=

4

(
x1 + x2 + x3 + x4

4

)
+ x5 + x6 + x7 + x8 + x9 + x10

4 + 6
(19)

=
x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10

10
. (20)

As seen in the computations above, the first mean, namely x̄1, must be effectively “reversed”, that is multiplied by |S1| = 4, before it
can be combined with the values of S2. To allow for this sort of computation of a mean in stages, a function would need to take as an
additional parameter |S1|, a value that might not be available. Things are more involved yet in the case of the standard deviation for
example, in which a square root would additionally need to be “reversed”. Given the involved nature of such computations, this proposal
does not recommend nor propose that functions include an initialization parameter.

4.6 Trimmed Mean
The issue of a trimmed mean is raised in [73]. A p% trimmed mean [74] is one in which each of the (p/2)% highest and lowest values
(of a sorted range) are excluded from the computation of that mean. This feature would require that the values of a given range either
be presorted or sorted as part of the computation of a mean. A contributor, Phillip Ratzloff feels (a sentiment that was echoed by the
author of [73]) that one might handle this matter in much the same way as the special values of Section 4.1, specifically by using a
statement of the form

auto m = data | std::ranges::sort | trim(p) | std::mean;

4.7 Projections
The functions of P1708R3, P1708R4 and P1708R5 employ projections as a means of accessing individual components of aggregate
entities. Given that such functionality is available through the use of views, projections have been removed, thereby yielding simpler
functions. This is much like the approach suggested in Sections 4.1 and 4.6.

4.8 Zipped Ranges
Several of the functions of this proposal take both a range of values and a (corresponding) range of weights. It is natural to suggest
that the two ranges be replaced by a (single) zipped range. Not all functions, however, support weighted variants. Ranges of values and
weights are, thus, separated so as to clearly indicate which functions (and, therefore, statistics) support weighted variants and which do
not.

4.9 Concepts
Much like std::complex, the proposed (template) functions are defined for each of the (C++) arithmetic types, except for bool.
Also like std::complex, the effect of instantiating the templates for any other type is unspecified. A programmer can, therefore,
attempt to use custom types with the proposed functions. It is felt that the added flexibility afforded by not using concepts to strictly
limit functions to arithmetic types is in the interest of the C++ community. In fact, several concerned parties reached out to the author of
this proposal in regard to this matter, all of whom suggested that this flexible approach be taken. Note that concepts are still employed
in the case of execution policy, namely std::is_execution_policy_v, in which a fixed set of policies exists.

4.10 Header and Namespace
Early versions of this proposal, specifically P1708R0, P1708R1 and P17082, request that the proposed functions be placed into the
<numeric> header. Since P1708R3, it has instead been suggested that the functions be placed into a (new) header <statistics
>, just as was done with the rational arithmetic of <ratio>, probability distributions of <random>, bit operations of <bit> and
constants of <numbers>. Like rational arithmetic, probability distributions, bit operations and constants, basic statistics fit into the
existing std namespace.
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4.11 Weighted Variance
The population weighted variance [39] of n ≥ 1 values is defined as

σ2
w =

1∑n
i=1 wi

n∑
i=1

wi (xi − x̄w)
2 (21)

and an unbiased estimator of the sample weighted variance [75] is

s2w,1 =
1∑n

i=1 wi − 1

n∑
i=1

wi (xi − x̄w)
2
. (22)

There are at least two other definitions of sample weighted variance in addition to that of s2w,1. Note that s2w,1 is the version implemented
in MATLAB [76], as well as an R package [77]. The first [78, 79] of these two is

s2w,2 =
1

n̂−1
n̂

∑n
i=1 wi

n∑
i=1

wi (xi − x̄w)
2
, (23)

where n̂ ≥ 1 is the number of non-zero weights wi. A second definition of sample weighted variance [36, 80], also used in the case of
reliability weights [50], is

s2w,3 =

∑n
i=1 wi

(
∑n

i=1 wi)2 −
∑n

i=1 w
2
i

n∑
i=1

wi (xi − x̄w)
2
. (24)

As there appears to be no common definition of (sample) weighted variance, this statistic is not considered in this proposal.
A future proposal may consider this statistic, perhaps indirectly as a function which computes the weighted second central moment

[81], along with each of n̂,
∑n

i=1 wi and
∑n

i=1 w
2
i . Thus, σ2

w could be computed as

// accumulate values of range R weighted by weights of range W
auto [second_central_moment, non_zero_count, w, w_sq] = std::weighted_variance(R, W);

auto sigma2_w = 1/w * second_central_moment;

and s2w,1 may be computed as

auto s2_w1 = 1/(w-1) * second_central_moment;

Likewise, s2w,2 may be computed as

auto s2_w2 = 1 / ((non_zero_count-1)/n_zero_count * w) * second_central_moment;

Lastly, the computation of s2w,3 might look something like

auto s2_w3 = w / (w*w - w_sq) * second_central_moment;

5 Technical Specifications
The templates of the functions specified in this section are defined for each of the arithmetic types, except for bool. The effect of
instantiating the templates for any other type is unspecified. Parallel function overloads follow the requirements of [algorithms.parallel].

5.1 Header <statistics> synopsis [statistics.syn]

#include <execution>

namespace std {

// functions

template<ranges::input_range R>
constexpr auto mean(R&& r) -> std::ranges::range_value_t<R>;

9



template<ranges::input_range R, ranges::input_range Weights>
constexpr auto mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean(ExecutionPolicy&& policy, R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<ranges::input_range R>
constexpr auto geometric_mean(R&& r) -> std::ranges::range_value_t<R>;

template<ranges::input_range R, ranges::input_range Weights>
constexpr auto geometric_mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto geometric_mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto geometric_mean(ExecutionPolicy&& policy, R&& r, Weights&& w) ->

std::ranges::range_value_t<R>;

template<ranges::input_range R>
constexpr auto harmonic_mean(R&& r) -> std::ranges::range_value_t<R>;

template<ranges::input_range R, ranges::input_range Weights>
constexpr auto harmonic_mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto harmonic_mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto harmonic_mean(ExecutionPolicy&& policy, R&& r, Weights&& w) ->

std::ranges::range_value_t<R>;

template<ranges::input_range R>
constexpr auto variance(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto variance(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

std::ranges::range_value_t<R>;

template<ranges::input_range R>
constexpr auto standard_deviation(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
std::ranges::range_value_t<R>;
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template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto standard_deviation(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

std::ranges::range_value_t<R>;

template<class T>
struct mean_variance_result { T mean, variance; };

template<class T>
struct mean_standard_deviation_result { T mean, standard_deviation; };

template<ranges::input_range R>
constexpr auto mean_variance(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
mean_variance_result<std::ranges::range_value_t<R>>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean_variance(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

mean_variance_result<std::ranges::range_value_t<R>>;

template<ranges::input_range R>
constexpr auto mean_standard_deviation(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
mean_standard_deviation_result<std::ranges::range_value_t<R>>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean_standard_deviation(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

mean_standard_deviation_result<std::ranges::range_value_t<R>>;

template<ranges::input_range R>
constexpr auto skewness(R&& r, bool sample=true) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto skewness(ExecutionPolicy&& policy, R&& r, bool sample=true) ->

std::ranges::range_value_t<R>;

struct kurtosis_parameters { bool sample = true; bool excess = true; };

template<ranges::input_range R>
constexpr auto kurtosis(R&& r, kurtosis_parameters params = {}) ->

std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto kurtosis(
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ExecutionPolicy&& policy, R&& r, kurtosis_parameters params = {}) ->
std::ranges::range_value_t<R>;

template<ranges::input_range R1, ranges::input_range R2>
constexpr auto covariance(

R1&& r1, R2&& r2,
std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>> ddof = 1) ->

std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>>;

template<class ExecutionPolicy, ranges::input_range R1, ranges::input_range R2>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto covariance(

ExecutionPolicy&& policy,
R1&& r1, R2&& r2,
std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>> ddof = 1) ->

std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>>;
}

5.2 Functions
The functions specified in this section return an unspecified value:

• If any of the values of the ranges r, r1, r2 or w is a NaN, ∞ or −∞.

• If a NaN, ∞ or −∞ occurs during the evaluation of a function.

• If overflow or underflow occurs during the evaluation of a function, which might even occur in the case of finite ranges of values,
where the (numerical) range of values for which overflow or underflow might occur is implementation defined.

5.2.1 Mean Functions

template<ranges::input_range R>
constexpr auto mean(R&& r) -> std::ranges::range_value_t<R>;

template<ranges::input_range R, ranges::input_range Weights>
constexpr auto mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean(ExecutionPolicy&& policy, R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

1. Preconditions: r and w are ranges of finite values, where r has at least 1 value, and the length of r is less than or equal to the
length of w.

2. Returns: The (weighted) arithmetic mean of the values of r (weighted by the corresponding values of w) if the preconditions have
been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.2 Geometric Mean Functions

template<ranges::input_range R>
constexpr auto geometric_mean(R&& r) -> std::ranges::range_value_t<R>;
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template<ranges::input_range R, ranges::input_range Weights>
constexpr auto geometric_mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto geometric_mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto geometric_mean(ExecutionPolicy&& policy, R&& r, Weights&& w) ->

std::ranges::range_value_t<R>;

1. Preconditions: r and w are ranges of finite values, where r has at least 1 value, and the length of r is less than or equal to the
length of w, and, if the product of the values of r is negative, then ranges::distance(r) is odd.

2. Returns: The (weighted) geometric mean of the values of r (weighted by the corresponding values of w) if the preconditions have
been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.3 Harmonic Mean Functions

template<ranges::input_range R>
constexpr auto harmonic_mean(R&& r) -> std::ranges::range_value_t<R>;

template<ranges::input_range R, ranges::input_range Weights>
constexpr auto harmonic_mean(R&& r, Weights&& w) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto harmonic_mean(ExecutionPolicy&& policy, R&& r) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R, ranges::input_range Weights>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto harmonic_mean(ExecutionPolicy&& policy, R&& r, Weights&& w) ->

std::ranges::range_value_t<R>;

1. Preconditions: r and w are ranges of finite values, where r has at least 1 value, the length of r is less than or equal to the length
of w, and all of the values of r are positive.

2. Returns: The (weighted) harmonic mean of the values of r (weighted by the corresponding values of w) if the preconditions have
been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.4 Variance Functions

template<ranges::input_range R>
constexpr auto variance(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto variance(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

std::ranges::range_value_t<R>;
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1. Preconditions: r is a range of finite values, where r has at least 1 value, and ddof is not equal to the length of r.

2. Returns: The variance of the values of r if the preconditions have been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.5 Standard Deviation Functions

template<ranges::input_range R>
constexpr auto standard_deviation(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto standard_deviation(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

std::ranges::range_value_t<R>;

1. Preconditions: r is a range of finite values, where r has at least 1 value, and ddof is not equal to the length of r.

2. Returns: The standard deviation of the values of r if the preconditions have been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.6 Mean and Variance and Standard Deviation Convenience Functions

template<class T>
struct mean_variance_result { T mean, variance; };

template<class T>
struct mean_standard_deviation_result { T mean, standard_deviation; };

template<ranges::input_range R>
constexpr auto mean_variance(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
mean_variance_result<std::ranges::range_value_t<R>>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean_variance(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

mean_variance_result<std::ranges::range_value_t<R>>;

template<ranges::input_range R>
constexpr auto mean_standard_deviation(

R&& r, std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->
mean_standard_deviation_result<std::ranges::range_value_t<R>>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
auto mean_standard_deviation(

ExecutionPolicy&& policy,
R&& r,
std::ranges::range_value_t<R> ddof = std::ranges::range_value_t<R>(1)) ->

mean_standard_deviation_result<std::ranges::range_value_t<R>>;
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1. Preconditions: r is a range of finite values, where r has at least 1 value, and ddof is not equal to the length of r.

2. Returns: The mean and variance (or standard deviation) of the values of r if the preconditions have been met and an unspecified
value otherwise.

3. Complexity: Linear in ranges::distance(r).

5.2.7 Skewness Functions

template<ranges::input_range R>
constexpr auto skewness(R&& r, bool sample=true) -> std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto skewness(ExecutionPolicy&& policy, R&& r, bool sample=true) ->

std::ranges::range_value_t<R>;

1. Preconditions: r is a range of finite values, where r has at least 3 values if sample is true and 1 otherwise.

2. Returns: An unbiased sample estimator of the skewness of the values of r if sample is true and the population skewness
otherwise, if the preconditions have been met and an unspecified value otherwise, where the specific unbiased sample estimator
of the skewness is implementation defined.

3. Complexity: Linear in ranges::distance(r).

5.2.8 Kurtosis Functions

struct kurtosis_parameters { bool sample = true; bool excess = true; };

template<ranges::input_range R>
constexpr auto kurtosis(R&& r, kurtosis_parameters params = {}) ->

std::ranges::range_value_t<R>;

template<class ExecutionPolicy, ranges::input_range R>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto kurtosis(

ExecutionPolicy&& policy, R&& r, kurtosis_parameters params = {}) ->
std::ranges::range_value_t<R>;

1. Preconditions: r is a range of finite values, where r has at least 4 values if sample is true and 1 otherwise.

2. Returns: An unbiased sample estimator of the kurtosis of the values of r if sample is true and the population kurtosis otherwise,
if the preconditions have been met and an unspecified value otherwise, where the specific unbiased sample estimator of the kurtosis
is implementation defined.

3. Complexity: Linear in ranges::distance(r).

5.2.9 Covariance Functions

template<ranges::input_range R1, ranges::input_range R2>
constexpr auto covariance(

R1&& r1, R2&& r2,
std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>> ddof = 1) ->

std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>>;

template<class ExecutionPolicy, ranges::input_range R1, ranges::input_range R2>
requires std::is_execution_policy_v<std::remove_cvref_t<ExecutionPolicy>>
constexpr auto covariance(

ExecutionPolicy&& policy,
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R1&& r1, R2&& r2,
std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>> ddof = 1) ->

std::common_type_t<std::iter_value_t<R1>, std::iter_value_t<R2>>;

1. Preconditions: r1 and r2 are ranges of finite values, where r1 has at least 1 value, the length of r1 is less than or equal to the
length of r2, and ddof is not equal to ranges::distance(r).

2. Returns: The covariance of the values of r1 and r2 if the preconditions have been met and an unspecified value otherwise.

3. Complexity: Linear in ranges::distance(r).
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Appendix A Examples

Example 1 The following example showcases the use of mean, variance and standard deviation functions.

struct PRODUCT {
float price;
int quantity;

};

std::array<PRODUCT, 5> A = { {{5.0f, 1}, {1.7f, 2}, {9.2f, 5}, {4.4f, 7}, {1.7f, 3}} };
auto A_ = A

| std::views::transform([](const auto& product) { return product.price; })
| std::ranges::to<std::vector<float>>();

std::array<float, 5> W = { { 2.0f, 2.0f, 1.0f, 3.0f, 5.0f } };

std::cout << "mean = " << std::mean(std::execution::par, A_);
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std::cout << "\nweighted mean = " << std::mean(std::execution::par, A_, W);
std::cout << "\ngeometric mean = " << std::geometric_mean(A_);
std::cout << "\nweighted geometric mean = " << std::geometric_mean(A_, W);
std::cout << "\nharmonic mean = " << std::harmonic_mean(A_);
std::cout << "\nweighted harmonic mean = " << std::harmonic_mean(A_, W);
std::cout << "\nvariance = " << std::variance(A_);
std::cout << "\nstandard deviation = " << std::standard_deviation(A_);
std::cout << "\nskewness = " << std::skewness(A_);
std::cout << "\nkurtosis = " << std::kurtosis(A_);

Example 2 The following example showcases the use of a mean and variance function.

std::list<float> L = { 8.0f, 6.0f, 12.0f, 3.0f, 5.0f };

auto [mean, variance] = std::mean_variance(L);

std::cout << "mean = " << mean;
std::cout << "\nvariance = " << variance;

Example 3 The following example showcases the use of the skewness and kurtosis functions.

std::vector<double> v = { 2.0, 3.0, 5.0, 7.0, 11.0, 13.0, 17.0, 19.0 };

std::cout << "skewness = " << std::skewness(v, false);
std::cout << "\nkurtosis = " << std::kurtosis(v, { .sample=false, .excess=true });

Example 4 The following example showcases the use of a covariance function.

std::vector<double> v1 = { 2.0, 3.0, 5.0, 7.0, 11.0, 13.0, 17.0, 19.0 };
std::vector<double> v2 = { -2.0, -3.0, -5.0, -7.0, -11.0, -13.0, -17.0, -19.0 };

std::cout << "covariance = " << std::covariance(v1, v2);
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