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Complexity in 
HW can hurt 
programmer 
productivity 
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Shared memory 

Multiple threads running  
concurrently. 

One address space. 
(OMP) 
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Memory accessible 
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Accelerator Thread CUDA, OpenCL 



What is UPC … 
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One copy 
shared by all 

threads 



Private - one 
per thread 



A compiler 
predefined 

variable 



Same code 
executed by all 

threads - 
SPMD 
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Compiler 
generated 
var – no. of 

threads 
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All threads can 
access all 
elements 

Elements are 
distributed – 

with affinity to 
threads. 
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Affinity 
expression 
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Transform 
to a for 

loop 
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threadof 
arr[i] 
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Transform 
to a for 

loop 
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elements are 
distributed by 
blocks of 3 

block 
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control on 
how the 
array is 

distributed 












